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Last time in class

• We introduced linear classification with python sklearn.
• You created scatter plots and plotted decision boundaries.
• You interpreted the learned conclusions from different data sets.
• We discussed correlations.



Trends in data
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In real world data 
it is not so simple

We use Pearson's Correlation 
coefficient to determine the 
trends.

Correlations can be weak

0   < |r| < 0.3 weak correla+on

0.3 < |r| < 0.7 moderate correlation

|r| > 0.7  Strong correlation



Pearl, Judea. ”Causal Inference in Statistics." (2016): 3-4.



Trends in data can be misleading.
When we separate the data by another parameter, we uncover a more 
descriptive trend.



Simpson’s Paradox

• When a trend between two variables is reversed in all subgroups of 
the data.
• If the trend is reversed for some subgroups, it is a mix effect.



Mix Effect



Simpson’s Paradox (Rate-based)



Mix Effects (Rate-based)



Berkson’s paradox

• When traits are negatively correlated in a population selected on 
those traits. 

https://threadreaderapp.com/thread/1373266475230789633.html

”Height does not correlate with performance in the NBA”



“Good Movies make bad books.”

Berkson’s paradox


