
Natural Language Processing
Christan Grant, Ph.D.

Data Bite Summer 2021

oudalab.com



DataBite Summer 2021 Schedule
Day 1

Welcome

Day 2

Introduction to 
Python

Day 3

Introduction to 
Probability

Day 4

Model Olympics

Day 5

Socratic Seminar

Day 6

Bias and Fairness

Day 7
Natural Language 
Processing

Day 8
Deep Learning



What is Natural Language Processing?

Computer Science LinguisticsNatural Language 
Processing



Natural Language Processing (NLP) Tasks

• Conversational Agents
• Natural Language Understanding
• Question Answering
• Text Summarization
• Knowledge Base Construction
• Machine Translation
• Information Retrieval
• Text Classification 
• Sentiment Analysis
• Entity Resolution

• Coreference Resolution
• Named Entity Recognition
• Relation Extraction
• Entity Linking
• Word Sense Disambiguation
• Part of Speech Tagging
• Spelling Correction
• Text-to-Speech
• Speech-to-Text
• And more…



Sentence Segmentation
Split a Textual Document into sentences



Word 
Tokenization

Split a sentence into tokens.

In Düsseldorf I took my hat off. But I can't put it back on.



Part-of-Speech Tagging
Classify word tokens into Parts of Speech.



Named Entity 
Recognition
Identify the tokens in a sentence that 
correspond to an Entity.

TYPE TAG SAMPLE CATEGORIES

People PER Individuals, fictional characters, small 
groups

Organizatio
n ORG Companies, agencies, political parties, 

religious groups, sports teams

Location LOC Physical extents, mountains, lakes seas

Geo-Political 
Entity GPE Countries states, provinces, counties

Facility FAC Bridges, buildings, airports

Vehicles VEH Planes, trains, and automobiles



Entity 
Resolution
Connect mentions of noun 
phrases with real world 
objects.



Text Processing 
before Machine 
learning

Regular expressions – A language for matching patterns in 
text. (More on this in another module)



Text Processing before 
Machine learning

Jaccard Distance – Measure the overlap 
between two sentences.



Text Processing before 
Machine learning

• Minimum Edit Distance – Compute the 
number of edits to transform one 
string to another.

• Each letter/word is compared and and 
weighted.

• A penalty is is given if a deletion, 
insert, or substitution is made.



Feature Extraction / Vectorization

The first step in NLP is data cleaning 
🧹🧼

.
• The most time-consuming step [We’ll skip this discussion for now].

Next, is feature extraction or vectorization.
• Once the data is in vector form, we can use the general machine learning 

tools.



Vectorization

Words to N-Grams

https://web.stanford.edu/~jurafsky/slp3/4.pdf



Vectorization – Term Importance

Term Frequency (+)
Number of Ames a term t appears in a document d.

Document Frequency (df)
Number of documents that contain the word t. 

(Term Frequency) ✖ (Inverse Document frequency)
% * idf



Bag of Words Models vs Sequences Models

Count Vectorizer / TFIDF 
Vectorizer

RNN/LSTM/GRU/1D Cov



NLP Pipeline


